
Ikegami, 2009). A biological boundary, then, is not a given, but is
actively defined by the system itself. The same principle applies
across a wide variety of living systems, from single cell creatures
to more complex, multicellular animals, which live sensorimotor
lives (Thompson, 2007).

Cognitive systems likewise actively produce their boundaries
through their interaction with the environment. We can see this
in the case of extended cognition and mind (Clark, 2008; Clark
& Chalmers, 1998), where cognitive boundaries extend beyond
the biological body by incorporating environmental items as their
constitutive parts. Cognitive extension is not a state upon which
we stumble by chance; rather, it is a process we actively bring
about, or “enact,” based on skills and habits cultivated over time
(Miyahara & Robertson, 2021; Miyahara, Ransom, & Gallagher,
2020). To illustrate, consider Otto from Clark and Chalmers’
(1998) famous thought experiment. Otto suffers a mild case of
Alzheimer’s disease and uses a notebook to compensate for his
memory deficit. According to Clark (2010), Otto and his notebook
exhibit a tight functional coupling with each other to constitute a
unified cognitive system (Miyazono, 2017) to the extent that they
satisfy the following “trust and glue” conditions: (1) the resource
(viz., the notebook) is reliably available and typically invoked; (2)
any information thus retrieved is more or less automatically
endorsed; and (3) information contained in the resource is easily
accessible as and when required. Obviously, Otto will not meet
these conditions merely by developing a memory problem.
Rather, he would have to learn to use notebooks to complement
his compromised cognitive capacities and continue to do so repeat-
edly until it became a habit for him to always carry around a note-
book and use it for constant notetaking. The functional coupling is
a product of Otto’s active engagement with the notebook and his
development of relevant skills and habits over time (which is
why Otto’s Markov blanket is malleable [Clark, 2017] or negotiable
[Kirchhoff and Kiverstein, 2021]).

The main shortcoming of the Friston blanket approach con-
cerns the relationship between action (i.e., active inference) and
identity (i.e., the Markov blanket). In this approach, active inference
depends upon the Markov blanket, but not the other way round.
Biological and cognitive systems are defined by Markov blankets
as boundaries with the external environment. These systems per-
form active inferences through looping interactions between sen-
sory states, internal states, and active states defined by the
Markov blanket to keep their internal parameters within viable
bounds (Friston, 2013). On the other hand, as we saw above,
both biological and cognitive systems actively create and maintain
their bounded identity by interacting with the environment. As
Clark puts it: “Creatures like us […] are Nature’s experts at knitting
their own Markov blankets” (Clark, 2017, p. 14). To accommodate
this within the free-energy principle (FEP) framework, we must
conceive of active inference as playing an essential role in autopoi-
esis, that is, in creating and maintaining the system’s bounded iden-
tity (cf. Kirchhoff, 2018). In fact, Friston (2010) describes living
systems as performing active inference to reduce sensory surprisal
and consequently maintain its homeostasis. Nevertheless, on the
FEP, active inference does not explicitly participate in the auto-
poietic formation of the boundary between the system and its envi-
ronment, which defines the identity of living beings, that is, the
Markov blanket. That is, the dynamic relationship between action
and identity is missing in the Friston blanket approach that depicts
Markov blankets not as a product, but only as a precondition of
active inference (Friston, 2013).

In short, the Friston blanket approach fails to identify the tai-
lor who creates the boundaries. At most, Markov blankets coin-
cide with the outcome of the boundary-making processes
carried out by biological and cognitive agents. Markov blankets
are tailored by statistical patterns but living agents do not out-
source boundary-making: We actively weave our own boundaries
with the world.
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Abstract

There has been much criticism of the idea that Friston’s free-
energy principle can unite the life and mind sciences. Here,
we argue that perhaps the greatest problem for the totalizing
ambitions of its proponents is a failure to recognize the impor-
tance of evolutionary dynamics and to provide a convincing
adaptive story relating free-energy minimization to organismal
fitness.

In the recent explosion of literature on the free-energy principle,
many authors have become increasingly frustrated with the grand
ambitions toward using it as a general and unified theory of life,
mind, and agency. While many have noted the gulf between the
mathematical framework of the free-energy principle and its
application to real target systems, in their target article
Bruineberg et al. offer what is perhaps the most detailed and sus-
tained criticism of the use of Markov blankets in the biological
and cognitive sciences. They argue against what they consider
an imprecise use in these sciences for defining entities such as
organisms, agents, and minds, differentiating between the theoret-
ical “Pearl blankets” and the more metaphysically laden “Friston
blankets.” As these two interpretations are often confused and
those making metaphysical claims often retreat to an instrumen-
talist view once pushed, Bruineberg et al. have provided us with a
useful tool to distinguish inferences within the model from infer-
ences with a model, which ought not to be done based on the use-
fulness of the mathematical framework alone. We welcome the
challenge to a perceived conflation between the in-principle appli-
cability of the mathematical framework to any self-organizing sys-
tem and to the conviction that Markov blankets are able to
revolutionize our understanding of the living world (Friston,
2013).

The authors note that a realist reading of the application of
Friston blankets requires not just the mathematical frameworks
established for the use of Pearl blankets, but also independent
metaphysical assumptions that, they argue, have not yet been pro-
vided. Here, we wish to build on this point by emphasizing the
need for these assumptions to align with a plausible Darwinian
story. We argue that one of the major problems in recent attempts
to use Markov blankets to define the boundaries of organisms and
their environments is that they fail to pass the bottleneck of evo-
lutionary theory and give us a misleading picture of living agents
and what they are for.

Bruineberg et al. show that one cannot just “read off” the
boundary between agent and environment from the mathematical
formalism provided in the theoretical models. Instead, these are
ambiguous and depend on additional assumptions by the mod-
eler, thus requiring quite substantive metaphysical supplementa-
tion for Markov blankets to do their work. Here they note that
one of the ways of picking out the “right” model for identifying
the ontologically significant Friston blanket is through use of
the free-energy principle – relying on the assumption that living
systems aim at minimizing free energy. It is this basic assumption
of the free-energy principle that we wish to challenge. This frame-
work fails to demarcate the organismal boundary that matters,
from an evolutionary point of view.

As philosophers such as Ruth Millikan and Dan Dennett have
long argued, it is only by paying attention to the theoretical bot-
tleneck of evolutionary theory that we can distinguish important

properties, boundaries, and processes of living systems between
those that matter to the organism from those that do not.
Markov blankets are said to be able to identify the boundaries
of any agent in the sense of a self-organizing system (Ramstead,
Kirchhoff, Constant, & Friston, 2019), but they fail to distinguish
the right boundaries to understand the evolution of living sys-
tems. It has been an oversight within Friston’s framework to
fail to engage with evolutionary theory and the question of
what the organism is for. It is only in this teleonomic context,
that we can make sense of the functional boundaries of life,
mind, and agency as properties of biological systems. As the
framework fails to answer the hard question of why it is the prop-
erties picked out by attempts to apply Markov blankets to biolog-
ical systems, it cannot succeed in both its explanatory and
metaphysical ambitions.

The question that this framework would need to answer in
order to be successful in this biological context, is what is the
adaptive function of minimizing free energy? That is, how does
this process contribute to the survival and reproduction of the
organism? One response may be to simply assert that adaptive fit-
ness and negative free energy are “the same thing” (Friston,
Thornton, & Clark, 2012, p. 2). However, it is not clear why
one should take this to be true – predictive expectations and fit-
ness values do not on their surface appear to constitute anything
like the same thing. Another path may be to argue instead that
minimization of free energy, while not constituting fitness, is
still a strong contributor to it, in that organisms that act in this
way will typically have higher survival and reproduction.
However, again, it is not immediately clear why one should
believe this. As an example of why this is not particularly plausi-
ble, take the Dark Room Problem, which offers the challenge that
prediction error would be best minimized through sitting still in a
dark room, but organisms clearly did not evolve this way (Clark,
2013; Mumford, 1992). If we treat all of the cognitive activities of
organisms as a form of prediction or surprise minimization, there
will inevitably be “a wedge between what is typical and what is
good” (Klein, 2018, p. 2548); we should instead allow that there
may be other functions that will not always align with prediction
minimization. We then need a more detailed description of the
fitness benefits, and how they might be weighted or traded off
against other adaptive functions of an organism.

As well as the problems described by the authors of mistaking
the useful abstraction Markov blankets provide for the purposes
of Bayesian modeling with the idea that free-energy minimization
is all that goes on in living systems, we add what is perhaps the
greatest problem in the biological context: That it forces us to ide-
alize away from the most important features of living organisms
and thus will provide a false and diminished picture of the
world. Without the recognition of the importance of evolutionary
dynamics, the totalizing ambitions of the free-energy principle to
unite the mind and life sciences must fail.
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Abstract

The free-energy principle (FEP) builds on an assumption that
sensor–motor loops exhibit Markov blankets in stationary
state. We argue that there is rarely reason to assume a system’s
internal and external states are conditionally independent
given the sensorimotor states, and often reason to assume other-
wise. However, under mild assumptions internal and external
states are conditionally independent given the sensorimotor
history.

Bruineberg and colleagues provide a thorough review of Markov
blankets and their limitations in the context of the free-energy
principle (FEP). We wish to complement this by drawing atten-
tion to two additional issues that we believe have important con-
sequences for the FEP.

Firstly, contrary to what one might expect, the condition
known as “Markov blanket” in the FEP literature is generally
not guaranteed by a sensor–motor loop structure. Secondly, the
Markov blanket condition needed for the FEP is far stronger
than it appears to be. These issues severely limit the scope of
applicability of current formulations of the FEP. Fortunately, we
believe they can be solved, and give some hints towards a
resolution.

As Bruineberg et al. explain, the notion of a Markov blanket
arises in the context of graphical models, and in particular,

Bayesian networks. In a Bayesian network each node represents
a random variable, and their joint distribution factors in a partic-
ular way that depends on the topology of the graph (Pearl, 1988).

The literature on FEP is also concerned with graphs that are
not Bayesian networks. Each node in these graphs represents a
dynamical variable of a system and an edge represents the possi-
bility that one dynamical variable can influence another. These
include the adjacency matrix described in Bruineberg et al.’s sec-
tion 4.2, and also the sensor–motor loop as illustrated in their
Figure 2. Typically, the edges in such graphs correspond to non-
zero terms in a Jacobian matrix. We will call such graphs influence
graphs.

A stationary state defines a joint distribution over the nodes of
an influence graph. There is then some resemblance between the
influence graphs and Bayesian networks, since both contain nodes
that represent random variables and edges that represent influ-
ences of some kind.

However, these two types of graph are fundamentally different.
Influence graphs are not necessarily acyclic, but more impor-
tantly, the theorems in Pearl’s formalism do not apply to influ-
ence graphs. In particular, one might expect that the sensor–
motor loop (Bruineberg et al.’s Fig. 2) would imply the time-
synchronous Markov blanket condition

mt ⊥⊥ ft | st , at . (1)

However, this is not the case in general – and this is important
because (1) is used in deriving the FEP. This issue has been
recently pointed out (Aguilera, Millidge, Tschantz, & Buckley,
2021; Biehl, Pollock, & Kanai, 2021), and while it has been
acknowledged in some of the most recent FEP literature it is
not as widely known as it should be. We sketch the underlying
reason for it in Figure 1.

Recent works (e.g., Friston, Heins, Ueltzhöffer, Da Costa, and
Parr, 2021a; Friston, Da Costa, and Parr, 2021b) have sought to
address this by seeking additional conditions or conjectures
under which the needed relationship holds. However, the fact
that these conditions are highly non-trivial suggests that the
scope of the FEP may be much more limited than previously
thought.

Furthermore, (1) itself puts a very strong constraint on a sys-
tem’s dynamics. One way to see this is via the data processing
inequality (Cover & Thomas, 2006, p. 34), which imposes that
if (1) holds then all information that μt and ϕt share needs to
be present in (st, at). This would mean that the internal and exter-
nal states could share no more information than is contained in
the sensor and motor states at the current time.

But cases where information is stored in the environment and
the agent but not in the blanket are ubiquitous. Imagine a friend
gives you a phone number written on a piece of paper, which you
memorise and then store in a box. The statistical independence
between internal and external variables conditioned on active
and sensory ones is broken as soon as the piece of paper is
away from your sensory input. Once it’s out of sight the phone
number cannot be stored simultaneously in your internal state
and on the piece of paper. As Parr, Da Costa, Heins, Ramstead,
and Friston (2021) discuss, this need not be true in transients
even if it holds in stationary state. Nevertheless it puts an unreal-
istic constraint on the stationary dynamics, which we don’t expect
to be applicable to living organisms.

A possible resolution of this limitation follows from Figure 1.
Although (1) cannot be assumed for a general sensor–motor loop,
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